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Abstract—This paper contributes the first evalua-
tion of automatic machine translation between Myan-
mar Sign Language (MSL) and Myanmar SignWriting
(MSW). The main motivation is to introduce SignWrit-
ing to the Myanmar Deaf society with the help of sta-
tistical machine translation. In this paper, we use our
MSL-MSW corpus for general domain that contains a
textual representation of MSL and its equivalent Myan-
mar SignWriting. The methods studied in this work
were phrase-based, hierarchical phrase-based and the
operation sequence model. In addition, two different
segmentation schemes were studies, these were syllable
segmentation and word segmentation for MSL. The
performance of the machine translation systems was
automatically measured in terms of BLEU and RIBES
for all experiments. Our main findings were that op-
eration sequence model gave the highest scores (37.54
BLEU and 0.8280 RIBES) for MSL to MSW translation
and hierarchical phrase based machine translation gave
the highest scores (52.79 BLEU and 0.8756 RIBES) for
MSW to MSL translation. Generally, translation with
word segmented MSL achieved better performance
than syllable segmentation of MSL. Our 10-fold cross
validation results produced promising results even with
the limited training data and we expect this can be
developed into a useful machine translation system as
more data becomes available in the future.

Index Terms—Machine Translation, Hierarchical
Phrase-based Machine Translation (HPBSMT), Myan-
mar Sign Language (MSL), Myanmar SignWriting

(MSW), Operation Sequence Model (OSM), Phrase-
based Machine Translation (PBSMT)

I. INTRODUCTION

As reported by the 2014 Myanmar national census,
about 1.3 percent of the populations in Myanmar are deaf
or hard-of-hearing [1]. Myanmar Sign Language (MSL)
is used as a primary communication language among
Deaf people. They face various difficulties in communi-
cating with other hearing people and feel isolating from
their surroundings because there are limited resources
of information written in their language. Most of the
Myanmar Deaf people are difficult to read or write the
standard Myanmar written language because the grammar
structure and usage of Myanmar written language and
Myanmar sign language are not the same. Additionally,
Myanmar language is a tonal and syllable-based. For these
reasons, we wish to break down the language barrier
and able to get better communication between hearing-
impaired and normal-hearing people. Our first motivation
is studying statistical machine translation methodologies
between textual representation of Myanmar sign language
and SignWriting. In other words, this research is develop-
ing SignWriting for Myanmar sign language. From this re-
search, we are expacting Deaf people who can understand



Myanmar Sign Language can start learning SignWriting
and develop various written resources of current Myan-
mar sign language such as MSL-MSW dictionary, MSW
educational textbooks.

This paper contributes the first evaluation of automatic
machine translation between MSL and MSW in both
directions. One more contribution is we are developing a
parallel corpus of MSL-MSW on the general domain. In
this experiment, we used the current version of the MSL-
MSW corpus relating to general domain.

The structure of the paper is as follows. In the next
section, we present a brief review of machine translation
systems for sign languages including SignWritng. Sec-
tion IIT presents a sketch of MSL and common phenomena
of many other SLs. Section IV introduce SignWriting and
Section V presents the MSL-MSW parallel corpus prepa-
ration for machine translation experiments. In Section VI,
we describe the methodologies used in the machine trans-
lation experiments. Section VII presents statistical infor-
mation of the corpus and the experimental settings. The
results together with some discussions are presented in
Section VIII. Section IX presents the error analysis on
translated outputs. Final Section X concludes our works
and indicates promising results for future research.

II. MACHINE TRANSLATION FOR SIGN LANGUAGE

Machine translation is an application of computers to
translate from one natural language to other languages
that convey the meaning of the original source language.
An automated sign language machine translation is in
great demand to make more information and services
accessible to persons with hearing and speaking disabil-
ities on a more economical basis when an interpreter is
unavailable.

MT systems between spoken and sign languages had
a start in the late 90s. Strategies used for developing
MT system are also used for developing text to sign
language MT system including direct MT, template-based
MT, transfer-based MT, interlingua-based MT, rule-based
MT, syntax-based MT and statistical-based MT. Details
of each strategy can be found in several books as follows:
Hutchins and Somers, 1992 [3]; Hutchins, 2000 [2]; Niren-
burg and Raskin, 2004 [4]. A number of sign language
machine translation systems have been carried out around
the world, e.g. TESSA system (Bangham & Cox, 2000)
[5], weather reports generate system (Angus & Smith,
1999) [6], South African sign language machine translation
system (Zijl & Barker, 2003) [7], experiments in sign
language machine translation using examples (Morrissey
& Way, 2006) [8], Morpho-syntax base statistical methods
for automatic sign language translation (Stein, Bungeroth,
& Ney, 2006) [9] and Arabic Text-to-SignWriting Transla-
tion (Almasoud & Al-Khalifa, 2012) [10].

III. SIGN LANGUAGE

Sign Language (SL) is the native language of the Deaf
community. As spoken language use throat, nose and
mouth as articulators, they can express their needs and
the formation of concepts by combining hand shapes,
orientation and movement of the hands, arms or body

and facial expressions. Wherever vocal communication is
impossible, sign language can be used to bridge the gap, for
example communication between deaf and mute people.

However, SLs are not at all uniform according to the
culture and environments. It is not clear how many SLs
there are. Each country has its own native sign language
and some have more than one. Although SL differs in
different regions, it mainly depends on the basic parts
of sign. Not only Manual Features (MFs) but also Non-
Manual Features (NMFs) are part of a sign. However, sign
languges rarely use NMFs alone to communicate. Fig. 1
shows the structure of a sign language.

Manual features are signs formed by one or both hands
in different shapes, locations, movements and orientations
to express meanings. Non-manual features contain vari-
ous facial expressions, head tilting, and shoulder raising,
mouthing and similar signals that add to hand sign to
describe meanings. And then, it grammatically includes
questions, negation, relative clause, boundaries between
sentences and arguments structure of some verbs [11].
Similar to American Sign Language (ASL) and British
Sign Language (BSL), Myanmar Sign Language use non-
manual marking for yes/no questions. They are shown
through raised eyebrows and a forward head tilt [122, [13],
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[14]. Fig. 2 shows an example of MSL sentence “3203]$ 30§

205ecma5ed 1" + “NMFs —chin up and raised eyebrows
for wh-question”. The meaning of the MSL sentence is
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32038 9OWecdm 1”7 in Myanmar language and “What
is the temperature?” in English respectively.

Non-manual
Features
(NMF)

Manual Feature
(MEF)

Fig. 1: The structure of sign language

IV. SIGNWRITING

There are many writing systems to represent sign
languages in written form in other countries such as
Gloss Notation, Hamburg Notation System (HamNoSys)
and SignWriting. Among them, SignWriting is becoming
widespread because it is language independent, which
contain a large number of basic symbols. SignWriting
was proposed in 1974 by Valerie Sutton. At first, she
is trying to note all dance, all mime and gesture. It is
also called movement-writing system for writing all dance,
all sports, and all movement. Nowadays, it is becoming
SignWriting for Deaf communities. It uses a combination
of iconic symbols and the shapes of characters, that are
abstract pictures of the hand, body, face and so on [15].
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Fig. 2: An example of MSL sentence that used non-
manual features (from Myanmar Sign Language Basic
Conversation Book)

International SignWriting Alphabet (ISWA) 2010 defines 7
categories, 30 groups of symbols to form 652 base symbols
and 35,023 symbols. Fig 3 shows seven categories of ISWA.

30 Symbol Groups

International SignWriting Alphabet 2010

1 Group
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Fig. 3: Seven categories of International SignWriting Al-
phabet (ISWA), (from the book of “SignWriting Hand
Symbols in the International SignWriting Alphabet 2010”)

Seven categories of ISWA include hand, movement, dy-
namic and timing, head and face, body, detailed location,
and punctuation. It also represents the sign symbols from
both signer’s point of view and observer’s point of view.
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Fig. 4: (a) three different filling symbols (b) sixteen dif-
ferent spatial rotation symbols

However, almost all publications used the signer’s point of
view and denote the right hand is dominant. These sym-
bols can be arranged both horizontally (left-to-right) and
vertically (top-to-bottom), and can be rotated in 8 direc-
tions. The orientation of the palm is indicated by filling the
glyphs for the hand shape. A white glyph indicates that
one is facing the palm of the hand; a black glyph indicates
that one is facing the back of the hand and half-shading
indicates that one is seeing the hands from the side [16].
Hand orientation is important for SignWriting and there
are 3 different filling symbols (see Fig. 4a) and 16 different
spatial rotations symbols (see Fig. 4b). SignWriting is the
first writing system for sign languages to be included in
the Unicode Standard (U+41D800 to U+1DAAF) [17]. The
Unicode block for SignWriting is U+1D84C (signwriting
hand-flat five fingers spread)-U+1DA9C (signwriting fill
modifier-3), which represents five fingers spread seeing the
back of the hand from the signer’s point of view.

V. CORPUS PREPARATION

Myanmar NLP researchers are facing with many difficul-
ties arising from the lack of resources; in particular parallel
corpora are scare [18]. In previous work, we collected 558
Myanmar sign language videos of emergency domain. We
also annotated the collected sign language videos with
transcription of Myanmar text and translated Myanmar
written text [38]. All text sentences are word segmented
and POS tagging is done for Myanmar written text [39].
As an extension, in this work, we are building a multimedia
parallel MSL-MSW corpus with the purpose of developing
a Machine Translation (MT)-based approach for using
technology to assist hearing and speaking disabilities with
limited Myanmar language in their daily life basic conver-
sation.

In this section, we will explain all the development
steps in the construction of MSL-MSW corpus for general
domain.

A. Data Collection

The spoken and the written style sentences are manually
selected from several Myanmar language books including



“the Myanmar Sign Language Basic Conversation Book”
[14]. The domain is a general domain, the corpus develop-
ing is work in progress and we used 1,448 sentences in this
experiment. It contains two main categories and they are
MSL for the emergency case and the basic conversation.
In details, emergency for fire, earthquake, floods, storms,
accident, police and health, and basic conversations for
greeting, travelling, occupations, number, date and time.
The raw Myanmar sentences to MSL translation was
done by discussions with Sign language trainers, native
signers and deaf persons to ensure the meaning of the
original Myanmar written sentences. After making several
discussions, sign language video data are collected for each
Myanmar sentence.

This corpus was developed with 22 sign language train-
ers and Deaf people: males and females, age range from
11 to 48, from School for the Deaf (Mandalay), Mary
Chapman School for Deaf Children (Yangon), School for
the Deaf (Tarmwe), Myanmar Deaf Society and Literacy
and Language Development for the Deaf in Yangon and
Mandalay regions has been carried out. The MSL-MSW
corpus contains MSL videos, a textual representation or
direct annotation of Myanmar sign language with Myan-
mar language and parallel SignWriting symbols.

B. Manual Annotation with Sign Writing

After video data collection had been finished, we have
to define SignWriting symbols for each sign of MSL. In
details, we watched the recorded video several times for
defining both manual and non-manual signs. After that,
sign symbols are placed on the canvus of SignMaker
to form the shape and movement of signs. SignWriting
symbols are needed to arrange in a unique sequence. Fig. 5
shows the sign symbols arrangement in SignMaker. There
are two ways to prepare SignWriting data: one is the
formal SignWriting—based on 2-dimensional mathematics
and written as a string of ASCII characters and another
is Unicode representation of SignWriting symbols. In our
work, we use Unicode numbers for SignWriting symbols
seeing SignWriting symbols arrangement in SignMaker.
An example of SignWriting Unicode character sequences
for the MSW word “doctor” is as follows and equivalent
MSW can be seen in Fig. 5.

English: Doctor

Myanmar: aospo$

Unicode Block: “\U1D800\UIDAAA\U1D800\U1DA9C
\UID80A\U1DA9B\U1DAAS\U1D9FF\U1DA30
\UID80A\U1DA9B”

C. Syllable and Word Segmentation

In SMT, word segmentation is a necessary step in order
to yield a set of tokens upon which the alignment and
indeed the whole machine learning process can operate.
We did sign unit based word segmentation for both text
representation of MSL and MSW. Sign unit based word
segmentation was done manually for the whole parallel
corpus. It is based on meaningful MSL words considering
repeated signs (e.g. two or more repeated “thank you”

sign for “please”), sign with multiple meanings (e.g. one
MSL sign for “blood” and “red”), compound sign (e.g.
combination of MSL signs “car”, “emergency” and “fire ex-
tinguishing” for “fire truck”, name sign (e.g. Yangon city),
fingerspelling sign, fingerspelling shortcut sign (Myanmar
consonant “e” (Ma) for Mandalay city) and phrase level
signs. Based on the previous studies relating to effective-
ness of Myanmar word segmentation schemes for SMT
[36], we also decided to use syllable segmentation for MSL.
We used Regular Expression (RE) based Myanmar syllable

segmentation tool named ”sylbreak” [37].

VI. EXPERIMENTAL METHODOLOGY

A. Phrase-based Statistical Machine Translation (PB-
SMT)

A PBSMT translation model is based on phrasal units
[19], [20]. Here, a phrase is simply a contiguous sequence of
words and generally, not a linguistically motivated phrase.
A phrase-based translation model typically gives better
translation performance than word-based models. We can
describe a simple phrase-based translation model consist-
ing of phrase-pair probabilities extracted from corpus and
a basic reordering model, and an algorithm to extract the
phrases to build a phrase-table [21].

B. Hierarchical Phrase-based Statistical Machine Transla-
tion (HPBSMT)

The hierarchical phrase-based SMT approach is a model
[22] based on synchronous context-free grammar. The
model is able to be learned from a corpus of unannotated
parallel text. The advantage this technique offers over the
phrase-based approach is that the hierarchical structure
is able to represent the word reordering process. The
reordering is presented explicitly rather than encoded into
a lexicalized reordering model (commonly used in purely
phrase-based approaches). This makes the approach par-
ticularly applicable to language pairs that require long-
distance reordering during the translation process [23].

C. Operation Sequence Model (OSM)

The Operation Sequence Model (OSM) [24], combines
the benefits of phrase-based and N-gram-based SMT [25]
and remedies their drawbacks. It is based on minimal
translation units, capture source and target context across
phrasal boundaries and simultaneously generate source
and target units. Providing a strong coupling of lexical
generation and reordering gives a better reordering mech-
anism than PBSMT. The list of operations can be divided
into two groups and they are five translation operations
(Generate (X, Y), Continue Source Cept, Generate Identi-
cal, Generate Source Only (X) and Generate Target Only
(Y)) and three reordering operations (Insert Gap, Jump
Back (N) and JumpForward).

VII. EXPERIMENTS

A. Corpus Statistics

We used 1,448 Myanmar sign language and Myanmar
SignWriting parallel sentences, which is a collection of
general domain (refer Section V). In this experiment,
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Fig. 5: An example of sign symbol sequence arrangement in the SignMaker 2017

1,000 sentences were used for training, 170 sentences for
development and 278 sentences for evaluation.

B. Moses SMT System

We used the PBSMT, HPBSMT and OSM provided by
the Moses toolkit [26] for training the PBSMT, HPBSMT
and OSM statistical machine translation systems. The
word segmented source language was aligned with the
word segmented target languages using GIZA++ [27].
The alignment was symmetrized by grow-diag-final-and
heuristic [28]. The lexicalized recording model was trained
with the msd-bidirectional-fe option [29]. We use KenLM
for training the 5-gram language model with interpolated
modified Kneser-Ney discounting [30], [31]. Minimum error
rate training (MERT) [32] was used to tune the decoder
parameters and the decoding was done using the Moses
decoder (version 2.1.1) [26]. We used default settings of
Moses for all experiments. Our current parallel corpus size
is limited and thus 10-fold cross validation was done for
all experiments.

C. Evaluation

We used two automatic criteria for the evaluation of the
machine translation output. One was the de facto standard
automatic evaluation metric Bilingual Evaluation Under-
study (BLEU) [33] and the other was the Rank-based
Intuitive Bilingual Evaluation Measure (RIBES) [34]. The
BLEU score measures the adequacy of the translations
and RIBES is suitable for distance language pairs such

as Myanmar and English. The higher BLEU and RIBES
scores are better.

VIII. RESULT AND DISCUSSION

The BLEU and RIBES score results for machine trans-
lation experiments with PBSMT, HPBSMT and OSM
between MSL (word) and MSW (word) are shown in
Table I. The results for MSL (syllable) and MSW (word)
pair are shown in Table II. RIBES scores are shown in
brackets. Bold numbers indicate the highest scores among
the three SMT approaches.

TABLE I: BLEU and RIBES scores of sign language
(word) and SignWriting pair for PBSMT, HPBSMT and
OSM

src-trg Word Segmented MSL
PBSMT | HPBSMT OSM
34.44 34.99 37.54
MSL-MSW | (0.8014) (0.8049) (0.8280)
52.66 52.79 49.99
MSW-MSL (0.8754) (0.8756) (0.8675)

*the values inside the parentheses are RIBES scores

Looking at the results in Table I and II, MSL(word)-
MSW segmentation scheme of MSL was by far the most
effective for both MSL-MSW and MSW-MSL translations.



TABLE II: BLEU and RIBES scores of sign language
(syllable) and SignWriting pair for PBSMT, HPBSMT
and OSM

src-trg Syllable Segmented MSL
PBSMT | HPBSMT OSM
33.99 34.04 34.38
MSL-MSW | (0.8206) (0.8260) (0.8200)
49.47 49.62 50.42
MSW-MSL | (0.8660) (0.8650) (0.8676)

*the values inside the parentheses are RIBES scores

In Table. I, MSL-MSW translation achieved the highest
BLEU and RIBES scores (37.54 and 0.8280) using OSM
approach and MSW-MSL translation gave the highest
BLEU and RIBES scores (52.79 and 0.8756) in HPBSMT.
From the overall results, it can be clearly seen that OSM
approach is better for both MSL to MSW and MSW
to MSL translations. PBSMT and HPBSMT results are
comparable for both word and syllable segmentations. If
we only focus on syllable segmentation experiments (see
Table. II), all three SMT approaches, PBSMT, HPBSMT
and OSM results are comparable.

IX. ERROR ANALYSIS

We analyzed the translated outputs using Word Error
Rate (WER) [35]. We used the SCLITE (score speech
recognition system output) program from the NIST scor-
ing toolkit SCTK version 2.4.10 for making dynamic pro-
gramming based alignments between reference (ref) and
hypothesis (hyp) and calculation of WER. The formula
for WER can be stated as equation (1):

(Ni + Ng + Ny) x 100 O
Ny+ N, + N,

where N; is the number of insertions, Ny is the number
of deletions, N, is the number of substitutions, N, is
the number of correct words. Note that if the number
of insertions is very high, the WER can be greater than
100%. The following example shows WER calculation
on the translated outputs of three SMT approaches for
MSL-MSW language pair with the word segmentation
method. In this example, S=1, D=1, I=1, C=4, N=6 for
PBSMT and OSM, its WER is equal to 50%, S=2, D=1,
I=1 for HPBSMT and its WER is equal to 66.67 %.

WER =

The followings are the annotation of above MSW
sentences into MSL for the readers (the underlined words
are pointing the differences with the reference):

Ref: 8:0005 ooz @eqseorr 329 Qe I
PBSMT Hyp: o meq:GoT 39 C\gorg q
HPBSMT Hyp: o @equoT chrS 9 % I
OSM Hyp: oos weq:GoT 329 c}gog qu

Ref:

(95 D &' OO OO\ ™ g
PBSMT Hyp:

) &2 OO OS> OO
HPBSMT Hyp:

) ¢392 OO\ OO OO &
OSM Hyp:

B 52 OO0 OO\

Fig. 6: An example of reference and hypothesis of PBSMT,
HPBSMT and OSM

44 K\)

Fig. 7 and Fig. 8 present the WER percentages of
translation between MSL and MSW. The results show that
“word segmented” MSL gave the lower WER values for
both MSL to MSW and MSW to MSL translations.

s MSL(Word)-MSW(Word)
B MSL(Syllable)-MSW(Word)

PBSMT HPBSMT

0-

Fig. 7. WER of machine translation from Myanmar sign
language to Myanmar SignWriting

From our detail analysis on confusion pairs of three SMT
approaches, most of the confusion pairs are caused by the
three main reasons and they are (1) the nature of the
sign language (2) some errors in the reference or human
mistakes (3) limited size of the training data. For example,
the top 10 confusion pairs of PBSMT translation model
is shown in Table. IIL. In this table, the 15* column is the
reference, the 2°¢ column is the hypothesis (i.e. output
of the PBSMT translation model) and the 3" column is
the description of reference and hypothesis in Myanmar
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Fig. 8: WER of machine translation from Myanmar Sign-
Writing to Myanmar sign language

written text. Here, confusion pair number 1, 4 and 5 are
caused by the same sign language usage for the several
meanings. In Myanmar sign language, the word eo?og
(“No” in English), the phrase vco0s (“Don’t do it!” in
English), the word e@é (“do not” in English) and the
phrase eoSLz\e (“Don’t use it!” in English) are the same.
And thus, the translation model couldn’t learn well and
we assumed this is also relating to the limited size of

our training data. The confusion pair number 2 is caused
by the error of the reference data. The confusion pair
number 3 and 10 are caused by the sign language dialects
(i.e. the difference between Yangon and Mandalay cities
sign langauges). One more good example of the confusion
pair caused by the sign language nature is the number 7
confusion pair (see Table. IIT). Although one hand sign is
using in the reference of the confusion pair number 7, the
hypothesis is using two hands.

X. CONCLUSION

This paper has presented the first study of the statisti-
cal machine translation between Myanmar sign language
and Myanmar SignWriting. We implemented three SMT
systems (PBSMT, HPBSMT and OSM) with our devel-
oping MSL-MSW parallel corpus. We also investigated
the effectiveness of two word segmentation schemes (word
segmentation and syllable segmentation for Myanmar sign
language) for SMT. Our results clearly show that OSM
approach achieved the highest translation performance
for MSL to MSW translation. However, the HPBSMT
approach achieved the highest translation performance
for MSW to MSL translation. From our investigation on
the effectiveness of word segmentations for MSL-MSW
machine translations, the results proved that word seg-
mentation is better than syllable segmentation for MSL
side.

In the future work, we plan to expand the MSL-
MSW parallel data and conduct experiments on SMT
with SignWriting character level (i.e combination of basic
symbol, filling symbol and spatial rotation symbol as a



one SignWriting character) segmentation approach. We
are also doing experiments on Myanmar written text to
MSW machine translations.
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